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Abstract
Background and aims The birth weight of a newborn is a crucial factor that affects their overall health and future 
well-being. Low birth weight (LBW) is a widespread global issue, which the World Health Organization defines as 
weighing less than 2,500 g. LBW can have severe negative consequences on an individual’s health, including neonatal 
mortality and various health concerns throughout their life. To address this problem, this study has been conducted 
using BDHS 2017–2018 data to uncover important aspects of LBW using a variety of machine learning (ML) 
approaches and to determine the best feature selection technique and best predictive ML model.

Methods To pick out the key features, the Boruta algorithm and wrapper method were used. Logistic Regression (LR) 
used as traditional method and several machine learning classifiers were then used, including, DT (Decision Tree), SVM 
(Support Vector Machine), NB (Naïve Bayes), RF (Random Forest), XGBoost (eXtreme Gradient Boosting), and AdaBoost 
(Adaptive Boosting), to determine the best model for predicting LBW. The model’s performance was evaluated based 
on the specificity, sensitivity, accuracy, F1 score and AUC value.

Results Result shows, Boruta algorithm identifies eleven significant features including respondent’s age, highest 
education level, educational attainment, wealth index, age at first birth, weight, height, BMI, age at first sexual 
intercourse, birth order number, and whether the child is a twin. Incorporating Boruta algorithm’s significant features, 
the performance of traditional LR and ML methods including DT, SVM, NB, RF, XGBoost, and AB were evaluated where 
LR, had a specificity, sensitivity, accuracy and F1 score of 0.85, 0.5, 85.15% and 0.915. While the ML methods DT, SVM, 
NB, RF, XGBoost, and AB model’s respective accuracy values were 85.35%, 85.15%, 84.54%, 81.18%, and 84.41%. Based 
on the specificity, sensitivity, accuracy, F1 score and AUC, RF (specificity = 0.99, sensitivity = 0.58, accuracy = 85.86%, 
F1 score = 0.9243, AUC = 0.549) outperformed the other methods. Both the classical (LR) and machine learning (ML) 
models’ performance has improved dramatically when important characteristics are extracted using the wrapper 
method. The LR method identified five significant features with a specificity, sensitivity, accuracy and F1 score of 0.87, 
0.33, 87.12% and 0.9309. The region, whether the infant is a twin, and cesarean delivery were the three key features 
discovered by the DT and RF models, which were implemented using the wrapper technique. All three models had 
the identical F1 score of 0.9318. However, “child is twin” was recognized as a significant feature by the SVM, NB, and 
AB models, with an F1 score of 0.9315. Ultimately, with an F1 score of 0.9315, the XGBoost model recognized “child is 
twin” and “age at first sex” as relevant features. Random Forest again beat the other approaches in this instance.
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Introduction
Low birth weight describes the weight of a newborn 
infant at delivery. When an infant’s birth weight is less 
than 5 pounds or 2,500  g, it is defined as having a low 
birth weight [1]. Low birth weight infants are born 
weighing less than average. This can cause health issues 
like respiratory distress syndrome, jaundice, anemia, and 
difficulty regulating body temperature. They are also at 
higher risk of developmental delays and neonatal death. 
It has been estimated by the World Health Organiza-
tion (WHO) that roughly 15–20% of global births result 
in low birth weight, due to prematurity and intrauterine 
growth restriction. In developed nations, preterm birth is 
the primary cause of LBW, while underdeveloped coun-
tries tend to experience intrauterine growth restriction 
as the primary cause [2]. The prevalence of LBW is more 
than twice as high in developing nations [3]. The preva-
lence of LBW in Nepal in 2011 was 29.7%; in Pakistan in 
2012–2013 was 35.1%; in Indonesia in 2012 was 12.9%; in 
Armenia in 2010 was 9%; in Jordan in 2012 was 22%; in 
Uganda in 2011 was 16.9%; in Zimbabwe in 2010–2011 
was 14.5%; in Colombia in 2010 was 11.8%; in Cambodia 
in 2010 was 14.2% and in Tanzania in 2010 was 13.9% [4], 
which is shown in Fig. 1.

Much research has been performed to predict the fea-
tures related to LBW, and many studies have taken place 
to predict birth weight. According to [5], ethnicity, com-
pliance with iron and folic acid (IFA) supplements, and 
maternal antenatal care visits are significantly correlated 
with low birth weight. Other researchers have concluded 
that gestational age, the baby’s height, and head circum-
ference can account for around 60% of the variation in 
newborn weight [6]. In 2014 [7], researchers found that 
a younger white mother who does not smoke, has hyper-
tension or uterine irritability, has a higher weight at the 
last menstrual period, and has not experienced prema-
ture labor is less likely to give birth to an infant with low 
birth weight.

Southern Asia has the highest number of LBW new-
borns. LBW is a major healthcare concern in Bangladesh, 
with a prevalence rate of 17.7% in 2011, 20% in 2014, and 
16% in 2017. Researchers used the chi-square test, DT, 
and LR models to predict LBW [3]. Evidently, the prev-
alence of LBW in Bangladesh consistently exceeds 10%, 
indicating the utmost importance of eradicating this 
issue. The 2003–2004 National Low Birth Weight Survey 
(NLBWS) in Bangladesh found that approximately 36% 

of all newborns had low birth weight, with a prevalence 
of 29% in urban areas [8]. As low birth weight, or LBW, 
accounts for 40–60% of newborn mortality, much study is 
necessary in this regard [5]. Furthermore, one of the Mil-
lennium Development Goals is to decrease the mortality 
rate of children under the age of 5 by two-thirds before 
2015 [9]. Despite significant progress in child and mater-
nal health issues, Bangladesh still faces challenges in this 
area. Research is taking place to reduce the problem of 
low birth weight, and actions are being accepted world-
wide. Therefore, in order to enable the government, take 
the appropriate action to end low birth weight, extensive 
research is required in this context to emphasize the gen-
eral factors that contribute to the problem.

In recent year, ML is gaining popularity in various 
fields, including disease diagnosis in healthcare [10]. For 
instance, researchers in India have developed an auto-
mated coronary heart disease diagnosis system based on 
ML, yielding around 89% accuracy [11]. Recent advance-
ments in ML- and DL-based kidney disease diagno-
sis may offer solutions for countries unable to handle 
diagnostic tests [12]. In the past, traditional statistical 
methods were commonly used to identify the factors 
that influence birth weight. However, only a small num-
ber of researchers used machine learning techniques to 
predict and explore the factors associated with LBW in 
Bangladesh [3, 13]. As far as we are aware, no research 
has considered large number of different machine learn-
ing approaches to determine which model would be most 
effective in LBW forecasting in Bangladesh. In a previous 
study [3], researchers employed only two machine learn-
ing (ML) methods: Logistic Regression (LR) and Deci-
sion Tree (DT). The study conducted by [13], utilized the 
BDHS-2011 along with 2014 datasets where they imple-
mented six classification algorithms including as LR, NB, 
k-nearest neighborhood (k-NN), RF, SVM, and multilayer 
perceptron (MLP) to anticipate LBW. Furthermore, none 
of these two studies used feature selection technique to 
extract important features. Apart from conventional 
clinical techniques, machine learning could be help-
ful in more accurately predicting the risk of LBW [14]. 
Thus, the purpose of this work is to uncover important 
aspects of LBW using a variety of machine learning (ML) 
approaches and to determine the best feature selection 
technique as well as best predictive ML model for LBW.

Conclusions The study reveals Wrapper method as the optimal feature selection technique. The ML method 
outperforms traditional methods, with Random Forest (RF) being the most effective predictive model for Low-Birth-
Weight prediction. The study suggests that policymakers in Bangladesh can mitigate low birth weight newborns by 
considering identified risk factors.
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Related works
Many researchers have worked on predicting Low Birth 
Weight (LBW) using different methodologies, as it is a 
worldwide problem, especially in developing countries. 
Newborns with meager birth weight are vulnerable and 
have a high mortality rate. One of the Millennium Devel-
opment Goals is to decrease the mortality rate of children 
under the age of 5 by two-thirds before 2015 [9]. In 2014, 
researchers from the USA found that a younger white 
mother who does not smoke, has hypertension or uter-
ine irritability, has a higher weight at the last menstrual 
period, and has not experienced premature labor, is less 
likely to give birth to an infant with low birth weight [7]. 
In 2015, researchers in India conducted a study on pre-
dicting low birth weight and identifying associated risk 
factors using several machine learning algorithms. The 
tested algorithms included Logistic Regression, Naïve 
Bayes, Support Vector Machine (SVM), Neural Network, 
and Classification Tree. The study found that the Clas-
sification Tree algorithm, with its high overall predic-
tion accuracy, specificity, AUC, F-value, and Precision, 
instilled confidence in the research methods. It had an 
accuracy rate of 89.95% [15]. Researchers in Indonesia 
(2018) used Binary Logistic Regression and Random For-
est techniques to predict and classify Low Birth Weight 
(LBW). This study collected data from the Indone-
sian Demographic and Health Survey (IDHS) of 12,055 
women aged 15–49 who gave birth from 2007 to 2012. 
The independent variables, including place of residence, 
time zone, wealth index, mother’s education, father’s edu-
cation, age of the mother, job of the mother, and number 
of children, were significant risk factors. After complet-
ing the research, it was found that the Binary Logistic 
regression model gave a poor AUC value, whereas the 
performance of the Random Forest model was outstand-
ing [16].

In Portugal in 2019, researchers used machine-learn-
ing methods to predict low birth weight (LBW). The 
researchers gathered data from 2328 individuals and 
implemented six different techniques, namely random 
forest (RF), adaptive boosting (AdaBoost), naïve Bayes 
(NB), K-nearest neighbor (KNN), decision tree (DT), 
and support vector machine (SVM). The results showed 

that AdaBoost had the highest accuracy rate of 98%, a 
sensitivity of 0.91, and a specificity of 0.99 [17]. In 2017, 
researchers from India employed three different clas-
sification methods - Random Forest (RF), XGBoost, and 
Bayes minimum error rate classifier - to differentiate 
between Low Birth Weight (LBW) and Normal Birth 
Weight (NBW) infants. Consequently, the Bayes mini-
mum error classifier exhibited the highest accuracy rate 
(96.7%), with a sensitivity of 1.0 and a specificity of 0.85 
[1]. Low Birth Weight (LBW) is associated with several 
maternal and fetal factors [18]. In this research (2017), 
low birth weight was predicted using Logistic Regres-
sion (LR) and Random Forest (RF) techniques. The study 
was conducted on 600 women from the Milad Hos-
pital in Iran, and relevant data was collected. The find-
ings showed that RF was more precise than LR, with an 
accuracy rate of 95% compared to 93% for LR. Low birth 
weight, a significant public health concern globally, is a 
key contributor to neonatal mortality rates in developing 
countries [5]. In this study (2022), 308 women were inter-
viewed using face-to-face techniques to collect data. The 
findings revealed that one in every seven infants had low 
birth weight. The researchers used multivariate logistic 
regression for further analysis. They discovered a signifi-
cant correlation between low birth weight and ethnicity, 
iron and folic acid (IFA) compliance, and maternal ante-
natal care visits. The above related researches are sum-
marized in Table 1.

Methods and materials
We meticulously devised a study plan to achieve our goal 
and rigorously adhered to it, from data collection to pre-
senting results, which is shown in Fig. 2.

Shortly, the study used BDHS 2017-18 dataset and 
to illustrate the fundamental data of the respondents, 
descriptive statistics were performed. The data was pro-
cessed and then divided into a 70:30 ratios for train-
ing and test sets in a random manner. The Boruta and 
wrapper approach was used to extract important fea-
tures. Additionally, Logistic Regression (LR) and vari-
ous machine learning methods including Decision Tree 
(DT), Support Vector Machine (SVM), Naïve Bayes 
(NB), Random Forest (RF), XGBoost, and AdaBoost were 
employed. Ten-fold cross-validation was used to validate 
each algorithm. The specificity, sensitivity, accuracy, F1 
score, and AUC values were used to evaluate and com-
pare each model’s performance. Ultimately, the most 
optimal feature selection technique and machine learn-
ing predictive model were selected. Moreover, the most 
important LBW traits were retrieved.

Independent variables
The study considered some variables which may have an 
impact on our outcome variable which are – age of the 

Fig. 1 LBW percentage of different countries

 



Page 4 of 13Reza and Salma Journal of Health, Population and Nutrition          (2024) 43:157 

respondent, highest education level, age of respondent 
at 1st birth, age at 1st sex, wealth index, BMI, height, 
weight, place of delivery, educational attainment, region, 
place of residence, sex of child, child is twin, child is 
alive, birth order number, delivery by caesarean section, 
and antenatal care receive. The overall description of the 
independent variables has shown in Table 2.

Feature selection method
Selecting most significant features two types of method 
have been applied, they are- Boruta algorithm and Wrap-
per method.

Boruta Algorithm
The steps of Boruta algorithm can be described as 
follows:

  • By creating duplicate features and rearranging 
the values in each column, it first introduces 
unpredictability to the features. Shadow features are 
what we refer to as.

  • Determines the significance of employing Mean 
Decrease Accuracy or Mean Decrease Impurity 
using a classifier (Random Forest) trained on the 
dataset.

  • After that, the algorithm determines whether any 
of your real features are more important. In other 
words, whether the feature’s Z-score is higher than 
the best possible Z-score of its shadow feature.

Every iteration, the algorithm compares the Z-scores of 
the original features to those of the shuffled duplicates 
to determine whether the latter outperforms the former. 
The algorithm will mark the features as important if it 
does [19].

Wrapper technique
Wrapper techniques use a classification algorithm to 
evaluate feature subsets, making them computationally 
expensive. Selected features depend on applied classifica-
tion techniques, and different techniques identify varying 
risk factor combinations. Despite being slow, it consis-
tently achieves superior feature selection results [20]. The 
mechanism of the Wrapper is shown in Fig. 3.

Traditional method
Logistic regression (LR)
The logistic function is the cumulative distribution func-
tion of the logistic distribution. It is used to estimate 
probabilities and determine the relationship between a 

Table 1 Review on existing prediction models for LBW
Authors Country Data Type Approach Models Remarks
[7] USA secondary data collected at 

Baystate Medical Center
Estimation and 
Classification

Simple, multiple Logis-
tic Regression & Log-
Gaussian model (with 
constant variance) and 
Joint log-normal mod-
els (with non-constant 
variance)

Joint log-normal models better fit the 
data

[15] India secondary data collected at 
Medical Center

Classification NB, RF, NN, DT, SVM 
and LR

DT classifier with an accuracy of 0.899, 
a sensitivity of 0.97 and a specificity 
and AUC of 0.72 and 0.93, respectively

[16] Indonesia Secondary data collected from 
Indonesian Demographic and 
Health Survey (IDHS)2012

Prediction and 
Classification

Rf and LR RF achieved 93% accuracy

[17] Portugal Secondary data collected from 
an Obstetrics service from a 
Portuguese hospital

Classification KNN, DT, NB, RF, SVM 
and AdaBoost

AdaBoost classifier showed better 
classification performance with an 
accuracy of 98% and a sensitivity and 
specificity of 0.91 and 0.99, respectively

[1] India (Andhra 
Pradesh)

Primary data collected with 
the help of field-workers at 
health camps

Classification Feature ranking using 
RF and XGBoost, and 
NB based minimum 
error rate classifier

Using Bayes Minimum Error, classifica-
tion was successful with an accuracy of 
0.967, sensitivity of 1.0, and specificity 
of 0.85, respectively.

[18] Iran Secondary data collected from 
Milad hospital

classification LR, RF With the
application of
Random Forest, an accuracy of 95% 
was attained. The specificity rate stood 
at 97% and sensitivity at 72%.

[5] Nepal Primary data collected from 
Paropakar Maternity Hospital 
and Tribhuvan University 
Teaching Hospital

Estimation and 
Classification

Multivariate logistic 
regression

Discovered a significant correlation 
between low birth weight and ethnic-
ity, iron and folic acid (IFA) compliance, 
and maternal antenatal care visits
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categorical dependent variable and one or more indepen-
dent variables [21]. It employs similar methods as probit 
regression, which uses a cumulative normal distribution 
curve. Both approaches assume a standard normal dis-
tribution of errors and a standard logistic distribution of 
errors in their latent variable interpretations.

Machine learning algorithms
Various machine learning algorithms have been 
employed in this study for LBW prediction, such as 
Decision Tree (DT), Support Vector Machine (SVM), 
Naïve Bayes (NB), Random Forest (RF), XGBoost, and 
AdaBoost.

Decision tree (DT)
Decision Tree is a technique used to approximate dis-
crete-valued target functions by representing the learned 
function as a decision tree [22]. A decision tree focuses 
on deciding which attribute is the best classifier at each 
node level. Statistical measures like information gain, 
Gini index, Chi-square, and entropy are calculated for 
each node to calculate the worth of that node. The most 
important thing to keep in mind while developing a 
machine learning model is to select the optimal method 
for the dataset and task at hand.

Support Vector Machine (SVM)
Using a technique known as the kernel trick, SVMs can 
effectively conduct non-linear classification in addition to 
linear classification by implicitly translating their inputs 
into high-dimensional feature spaces [23]. For the speci-
fied kernel, and kernel parameters, SVM compute the 
kernel of distances between the data points. After train-
ing the data, the SVM algorithm performs the classifica-
tion using, f (x) = wTx + b .

Naïve bayes (NB)
The Bayes theorem is the foundation of Naïve Bayes, a 
probabilistic machine learning method used for classifi-
cation. The Bayesian classifier relies on the presence or 
absence of a particular class feature, independent of other 
features [24]. This classifier relies on the Bayes theorem 
to supervise machine learning algorithms and oper-
ates under the assumption that features are analytically 
independent.

Random forest (RF)
Random forest, also known as decision tree forest, is 
ensemble-based learning method that solely focuses on 
decision tree ensembles. It uses a bagging approach to 
create numerous decision trees with a random subset of 
data, which are combined to make an ultimate decision 
[23]. Random forests can be used for machine-learning 
problems involving both classification and regression. It 
is a method of combining various classifiers to address 
complex issues and improve model performance.

Extreme gradient boosting (XGBoost)
XGBoost is a type of ensemble learning method, which 
combines various predictive abilities to build a strong and 
accurate model [25]. In this method, multiple models are 

Fig. 2 Flowchart of overall methodology of the study
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created and their outputs are combined to form a con-
solidated model. These models, also known as base learn-
ers, can originate from the same or different learning 
algorithms. The concept of ensemble learning involves 
combining individual models to enhance overall model 
performance.

Adaptive boosting (AdaBoost)
AdaBoost is used in machine learning for boosting, 
which is a technique for improving the accuracy of a 
model by combining multiple weak models [26]. The 
algorithm entails training a weak classifier on a sample 
set during each iteration. Due to the numerous attri-
butes of each sample, identifying the most effective weak 

Table 2 Description of the response and independent variables with their categorization
Variables Name Description Categorization
Birth weight Birth weight of new born i. Low Birth Weight (LBW)

ii. Normal Birth Weight (NBW)
Age of the respondent Mother’s age in years i. 15–19

ii. 20–24
iii. 25–29
iv. 30–34
v. 35–39

Highest education level Mother’s educational status i. No education
ii. Primary
iii. Secondary
iv. Higher

Age of respondent at 1st birth Mother’s age at her first birth i. 15–19
ii. 20–34
iii. 35–39

Age at 1st sex Mother’s age at first time of sex i. <20
ii. 20–28
iii. >28

Wealth index Wealth index status (i) Poorest (ii) Poorer (iii) Middle
iv. Richer v. Richest

BMI Body Mass Index (i) Underweight (ii) Normal weight
iii. Over weight iv. Obese

Height Mother’s height in meter ---
Weight Mother’s weight in kg ---
Place of delivery Place of delivery of infant’s i. Home

ii. Hospitals
iii. Others

Educational attainment Mother’s educational level i. No education
ii. Incomplete primary
iii. Complete primary
iv. Incomplete secondary
v. Complete secondary
vi. Higher

Region The administrative region where respondents reside (i) Dhaka (ii) Barisal (iii) Chittagong
iv. Rangpur v. Rajshahi vi. Khulna
vii. Mymensingh viii. Sylhet

Place of residence Type of place of residence i. Urban
ii. Rural

Sex of child Gender of the child i. Female
ii. Male

Child is twin Single or multiple births i. Single birth
ii. 2nd of multiple

Child is alive The child is alive i. Yes
ii. No

Birth order number Order of the birth ---
Delivery by caesarean section Delivery in caesarean section i. Yes

ii. No
Antenatal care receive Number of antenatal care receive i. <=2

ii. >2
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classifier from a vast array of features necessitates signifi-
cant computational power [27].

Results
Following the meticulous selection and processing of 
pertinent data, we examined the variables’ demographic 
properties, which are displayed in Table  3. The study 
involved 1863 participants. The majority of the moth-
ers were aged 20–24, accounting for 35.2% of the par-
ticipants. About 51% of the new mothers had completed 
secondary education, while 16.2% of the newborns had 
low birth weights. Among the 1863 participants, 635 
belonged to the richest wealth index. Surprisingly, despite 
their privileged status, 12.1% of the newborns from this 
group had low birth weights, a finding that challenges 
conventional assumptions. Additionally, a significant 86% 
of the participants received antenatal care from at least 
two centers. Roughly, 55.3% of the mothers had a normal 
BMI and delivered almost 85% of normal-weight babies. 
Among the participants, 53% resided in rural areas and 
47% in urban areas. 83.7% of the female newborns had 
normal birth weights, and 86% of single births resulted in 
normal-weight babies.

Then, this study used the Boruta algorithm to select 
features. The results of the Boruta algorithm revealed 
that out of the 18 chosen initially features, 11 were identi-
fied as important. These crucial features are presented in 
Table 4, and a visual representation of them is provided 
in Fig.  4. The selected important features were used in 
machine learning algorithms for prediction purposes. 
The dataset was divided into training and test data in a 
70–30% ratio in a random manner. The specificity, sen-
sitivity, accuracy, Area Under Curve (AUC) and F1 score 
were used to evaluate the models generated by the algo-
rithms and compare them against each other provided in 
Table 5.

Based on the findings presented in Table  5, the tradi-
tional method Logistic Regression (LR) has an accuracy 
rate of 85.15%. 85% of negative instances were anticipated 
to be negative (specificity = 0.85), whereas 50% of posi-
tive cases were projected to be positive (sensitivity = 0.5). 
Additionally, it has an F1 score of 0.9195 and an AUC of 

0.545. Among the considered ML methods, Support Vec-
tor Machine (SVM), Random Forest (RF), and AdaBoost 
all have specificity values of 0.99, but all other models 
display good specificity values. However, all models have 
substandard sensitivity ratings, with the exception of 
Decision Tree (DT = 0.57) and Random Forest (RF = 0.58).

In contrast, both Random Forest and SVM among the 
ML methods have a higher accuracy rate of 85.86% and 
higher F1 scores, with RF at 0.9243 and SVM at 0.9231. 
This indicates that the ML methods (SVM and RF) per-
form better than LR in terms of accuracy and F1 score. 
Upon assessing the F1 scores, it is evident that RF out-
performs all other models, while XGBoost lags with the 
lowest score. Additionally, when comparing the AUC 
value for model evaluation between RF and SVM, RF has 
a more considerable value with 0.549. In summary, RF 
has the highest specificity, sensitivity, accuracy, AUC and 
F1 score value among all the models tested, which makes 
RF the optimal model by using Boruta significant features 
to predict low birth weight. Another method applied for 
feature selection is the Wrapper method, which performs 
feature selection and prediction for each classification 
model simultaneously.

Based on the results shown in Table  6, traditional 
method LR identified five features as significant. DT and 
RF identified three significant features using the wrap-
per method across all ML techniques: Region, Child is 
twin, and Delivery by cesarean section. SVM, NB, and 
AB identified Child is twin as a significant feature. In the 
XGBoost model, Age at 1st sex and Child is twin are sig-
nificant features.

Both the classical (LR) and machine learning (ML) 
models’ performance has improved dramatically when 
important characteristics are extracted using the wrap-
per method. Notably, LR is marginally less accurate than 
ML techniques, although all ML models are equally accu-
rate. The sensitivity of every model has risen significantly, 
with FR and DT exhibiting the greatest sensitivity values, 
0.67. Based on the F1 score, both DT and RF achieved the 
highest score of 0.9318. Nonetheless, when evaluating 
based on the AUC value, LR obtained the highest value 
at 0.582, while RF achieved a value of 0.5749, and DT 
obtained a value of 0.555. Conversely, XGBoost yielded 
the lowest AUC value at 0.508. Comparing LR, DT, and 
RF, it is evident that DT has the lowest AUC value, while 
the AUC values for LR and RF are nearly identical. More-
over, it is crucial to note that RF outperforms LR in terms 
of specificity, sensitivity, accuracy, AUC value and F1 
score. In conclusion, utilizing the Wrapper method for 
different classifiers, RF emerged as the superior classifier 
with the highest accuracy, F1 score, and AUC.

The entire dataset can be divided into training and test-
ing data using different ratios, such as 60:40, 70:30, 80:20, 
and 90:10. All the algorithms were applied with 10-fold 

Fig. 3 Mechanism of the wrapper method
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cross-validation. However, using a 70:30 ratio resulted in 
the highest precision. Therefore, for this study, the data-
set was divided into 70% training and 30% testing data. 
Tables  5 and 6 show that ML method performs bet-
ter than traditional method and RF is the most effective 

machine-learning model for predicting LBW for both 
feature selection methods. However, when comparing 
the accuracy, F1 score and AUC value using the Wrap-
per method, RF outperforms the RF using the Boruta 
significant feature. Additionally, the Boruta algorithm 

Table 3 Demographic characteristics of independent variables
Factors Category Total LBW NBW
Total Participants 1863 277 (14.9%) 1586 (85.1%)
Age 15–19 316 (16.96%) 47 (14.87%) 269 (85.13%)

20–24 655 (35.2%) 106 (16.2%) 549 (83.8%)
25–29 487 (26.14%) 66 (13.55%) 421 (86.45%)
30–34 285 (15.3%) 35 (12.29%) 250 (87.71%)
35–39 120 (6.44%) 23 (19.16%) 97 (80.8%)

Education level No education 58 (3.11%) 16 (27.59%) 42 (72.41%)
Primary 307 (16.48%) 52 (16.94%) 255 (83.06%)
Secondary 947 (50.8%) 148 (15.6%) 799 (84.4%)
Higher 551 (29.58%) 61 (11.07%) 490 (88.93%)

Age at 1st birth 13–19 1117 (60%) 175 (15.7%) 942 (84.3%)
20–34 740 (39.72%) 102 (13.78%) 638 (86.22%)
35–39 6 (0.32%) 0 (0%) 6 (100%)

Wealth Poorest 210 (11.27%) 42 (20%) 168 (80%)
Poorer 253 (13.58%) 34 (13.44%) 219 (86.56%)
Middle 325 (17.44%) 58 (17.85%) 267 (82.15%)
Richer 440 (23.62%) 66 (15%) 374 (85%)
Richest 635 (34.1%) 77 (12.1%) 558 (87.9%)

BMI Under weight 245 (13.15%) 42 (16.73%) 204 (83.27%)
Normal weight 1031 (55.3%) 155 (15.03%) 876 (84.97%)
Over weight 454 (24.37%) 66 (15.54%) 388 (85.46%)
Obese 133 (7.13%) 15 (11.28%) 118 (88.72%)

Delivery Place Home 175 (9.4%) 29 (16.6%) 146 (83.4%)
Clinic or Hospital or others 1688 (90.6%) 248 (14.69%) 1440 (85.31%)

Region Dhaka 338 (18.1%) 49 (14.5%) 289 (85.5%)
Barisal 165 (8.86%) 20 (12.12%) 145 (87.88%)
Chittagong 247 (13.26%) 51 (20.65%) 196 (79.35%)
Rangpur 262 (14.06%) 31 (11.83%) 231 (88.17%)
Rajshahi 207 (11.11%) 36 (17.39%) 171 (82.61%)
Khulna 265 (14.22%) 37 (2.98%) 228 (97.02%)
Mymensingh 215 (11.54%) 21 (9.77%) 194 (90.23%)
Sylhet 164 (8.8%) 32 (19.51%) 132 (80.49%)

Residence Rural 1030 (53.3%) 162 (15.7%) 868 (84.3%)
Urban 833 (44.71%) 115 913.81%) 718 (86.19%)

Child is twin Single 1840 (98.8%) 260 (14.1%) 1580 (85.9%)
2nd of multiple 23 (1.2%) 17 (73.91%) 6 (26.09%)

Newborn Sex Female 859 (46.1%) 140 (16.3%) 719 (83.7%)
Males 1004 (53.9%) 137 (13.65%) 867 (86.35%)

Alive Yes 1824 (97.9%) 266 (14.6%) 1558 (85.4%)
No 39 (2.1%) 11 (28.21%) 28 (71.79%)

Caesarean Delivery Yes 1148 (61.6%) 156 (13.6%) 992 (86.4%)
No 715 (38.4%) 121 (16.9%) 594 (83.1%)

Antenatal care receive <=2 1741 (93.5%) 261 (15%) 1480 (85%)
> 2 122 (6.5%) 16 913.11%) 106 (86.89%)

Age at 1st sex 11–19 1502 (80.6%) 233 (15.5%) 1269 (84.5%)
20–28 349 (18.73%) 42 (12.03%) 307 (87.87%)
29–37 12 (0.64%) 2 (16.67%) 10 (83.33%)
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has identified 11 significant features, while the Wrapper 
method using RF has identified only three significant fea-
tures. This indicates that the Wrapper method reduces 
model complexity and improves model performance, 

making it a better feature selection method than the 
Boruta algorithm. Figure  4 displays the feature impor-
tance of the three significant features identified by the RF 
Wrapper method as related to low birth weight. These 
features include region, child is twin, and delivery by cae-
sarean section. These features are considered the most 
significant ones.

Among the three significant features, “child is twin” has 
the highest importance score, followed by “region” and 
“delivery by caesarean section” as the second and third 
most important features, respectively (Fig. 5).

Discussions
Researchers worldwide have been trying to predict Low 
Birth Weight (LBW) using different techniques, as it is a 
significant problem, particularly in developing countries. 
Newborns with low birth weight and preterm birth are at 
high risk and have a higher rate of mortality. Birth weight, 
preterm birth, and neonatal mortality are closely linked 
[15]. One of the Millennium Development Goals was 
to reduce child mortality by two-thirds before 2015 [9]. 
Research has demonstrated that individuals with either 
low or high birth weight are at a higher risk of developing 
obesity, which leads to cardiovascular disease [28]. This 
study aims to predict LBW to address these issues using 

Table 4 Summary results of the Boruta algorithm
Features Feature Importance Status
Age of the respondent 0.8181 Confirmed
Highest education level 0.9898 Confirmed
Region 0.2626 Rejected
Place of residence 0.000 Rejected
Educational attainment 1.000 Confirmed
Wealth index 0.9595 Confirmed
Age of respondent at 1st birth 0.8585 Confirmed
Weight 1.000 Confirmed
Height 0.9696 Confirmed
BMI 0.9898 Confirmed
Age at 1st sex 0.9090 Confirmed
Birth order number 0.9191 Confirmed
Child is twin 1.000 Confirmed
Sex of child 0.0101 Rejected
Child is alive 0.0101 Rejected
Place of delivery 0.0202 Rejected
Delivery by caesarean section 0.4040 Rejected
Antenatal care received 0.0000 Rejected

Table 5 Performance evaluation of traditional and ML models using Boruta significant features
LR DT SVM NB RF XGBoost AdaBoost

Specificity 0.85 0.86 0.99 0.85 0.99 0.85 0.99
Sensitivity 0.5 0.57 0.065 0.411 0.58 0.2 0.022
Accuracy 85.15% 85.35% 85.86% 84.54% 85.86% 81.18% 84.41%
AUC 0.545 0.538 0.532 0.529 0.549 0.507 0.509
F1 Score 0.9195 0.9198 0.9231 0.9151 0.9243 0.8948 0.9151

Fig. 4 Feature selection using Boruta algorithm
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machine learning algorithms. Additionally, the study 
aims to identify the most relevant features and the best 
ML model to predict LBW, along with the technique of 
identifying these features.

Demographic characteristics
According to the findings, 14.9% of babies had low birth 
weight, while 85.1% had normal birth weight. Most 
mothers were aged 20–24, accounting for 35.2%. In 
Nepal, 84.7% of respondents gave birth to babies weigh-
ing at least 2.5 kg, while 15.3% gave birth to babies weigh-
ing less than 2.5 kg. Most participants (35.7%) belonged 
to the age group 20–24 [5]. In this study, 13.6% of babies 
with low birth weights were born via cesarean section, 
while 86.4% had normal birth weights. In a study con-
ducted in Ethiopia, 9.5% of babies had low birth weights, 
and 90.5% had normal birth weights through caesarean 
section. Concerning residence, 15.4% of newborns in 
rural areas had low birth weights [2]. This aligns with our 
findings, as 15.7% of newborns in rural areas were found 
to have low birth weights. A study in Turkey revealed 
gender differences in low birth weight percentages. It 
showed that 5.8% of male and 7.6% of female children 

are born with low birth weight [29]. In contrast, our 
findings indicate that 16.3% of female and 13.6% of male 
newborns are born with low birth weight. This suggests 
that the percentage of female babies born with low birth 
weight is slightly higher than that of male newborns.

Prediction of LBW
In various studies across Asia, different machine-learn-
ing models have been used to predict low birth weight 
(LBW) in infants. These studies have shown varying lev-
els of effectiveness depending on the dataset and con-
text. For example, in Bangladesh [3] a study found that 
logistic regression (LR) was more effective than decision 
tree (DT) algorithms for predicting LBW, achieving an 
accuracy of 85% with a 70:30 training and test dataset 
split. This suggests that LR, known for its simplicity and 
interpretability, may be more effective in datasets with 
linear relationships between predictor variables and the 
outcome.

In contrast, research from India indicated that the 
Classification Tree algorithm, a type of decision tree, 
had the highest overall prediction accuracy (89.95%) and 
better performance across multiple metrics, including 

Table 6 Performance evaluation of traditional and ML models using wrapper method significant features
Important 
features

LR DT SVM NB RF XGBoost AdaBoost
Region, Child is twin, Deliv-
ery by caesarean section, 
age at 1st sex, Birth order 
number

Region, Child is 
twin, Delivery by 
caesarean section

Child is 
twin

Child is 
twin

Region, Child is 
twin, Delivery by 
caesarean section

Age at 1st sex, 
Child is twin

Child is 
twin

Specificity 0.87 0.88 0.87 0.87 0.88 0.88 0.87
Sensitivity 0.33 0.67 0.6 0.6 0.67 0.5 0.6
Accuracy 87.12% 87.298% 87.298% 87.298% 87.298% 87.298% 87.298%
AUC 0.582 0.5550 0.5120 0.5120 0.5749 0.508 0.5120
F1 score 0.9309 0.9318 0.9316 0.9316 0.9318 0.9315 0.9316

Fig. 5 Feature importance plot using RF wrapper method
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specificity, area under the curve (AUC), F-value, and 
precision [15]. This suggests that for certain datasets, 
especially those with non-linear interactions or com-
plex decision boundaries, tree-based algorithms might 
provide better performance. In Iran, a study further 
highlighted the versatility of tree-based models, demon-
strating that the Random Forest (RF) algorithm exceeded 
logistic regression in accuracy, with RF achieving a 95% 
accuracy rate compared to 93% for LR [18]. The study 
also found that the Random Forest (RF) algorithm was 
the most suitable for this data, outperforming all other 
algorithms, including the Boruta algorithm and the 
Wrapper method, regarding accuracy, F1 score and AUC 
values, using a 70:30 training and test dataset ratio with 
10-fold cross validation.

When utilizing the Boruta algorithm for feature selec-
tion, the RF model achieved an accuracy of 85.86%, F1 
score of 0.9243 and an AUC value of 0.549. In contrast, 
employing the Wrapper method led to the RF model 
demonstrating an accuracy of 87.298%, F1 score of 
0.9318 and an AUC of 0.5749. It’s crucial to emphasize 
that larger and more balanced datasets result in higher 
accuracy, F1 score and AUC values. Considering our use 
of secondary data and the cleanliness of our dataset, it’s 
evident that our dataset is not sufficiently balanced, lead-
ing to a marginally smaller AUC value. Consequently, 
among all machine learning algorithms, RF has unequiv-
ocally proven to be the most effective in predicting LBW. 
It is also claimed that with a larger sample size (through 
oversampling or a big dataset), the ML algorithm per-
forms better in terms of AUC and accuracy [17].

These findings collectively suggest that while logistic 
regression can be effective, particularly in simpler scenar-
ios or where interpretability is crucial, tree-based meth-
ods such as Classification Trees and Random Forests 
often provide superior predictive performance, especially 
when dealing with complex, non-linear relationships in 
the data. The choice of model should thus be tailored to 
the specific characteristics of the dataset and the study’s 
objectives.

Feature selection and important features
Various maternal and fetal factors influence low birth 
weight (LBW) [18]. Researchers in India have suggested 
that maternal socio-demographic features and blood 
Polycyclic Aromatic Hydrocarbon (PAH) concentration 
are associated with LBW [30]. It is crucial to identify the 
factors that contribute to LBW.

Numerous studies in South Asia have identified various 
risk factors for low birth weight (LBW), with both com-
monalities and regional differences. In Chandigarh, India, 
a study by Sharma et al. identified key socio-demographic 
and maternal factors associated with LBW, including low 
maternal literacy, low per capita income, birth order of 

two or more, and maternal age over 30 years as significant 
contributors to LBW risk [31]. Similarly, research from 
Pakistan found that factors such as teenage pregnancy, 
illiteracy, inadequate antenatal care, maternal anemia, 
and pregnancy-induced medical conditions are strongly 
linked to LBW. This highlights the critical role of mater-
nal health, nutrition, and access to healthcare services in 
preventing LBW. Social determinants such as maternal 
education and healthcare accessibility appear particu-
larly influential in Pakistan, emphasizing the importance 
of targeted interventions in these areas [32]. In contrast, 
a study in the rural community of Rajshahi district in 
Bangladesh found that maternal weight, birth interval, 
and the female sex of the newborn were significant risk 
factors for LBW [33]. This study underscores the impor-
tance of maternal nutrition and reproductive behaviors 
in determining birth outcomes. Interestingly, the female 
sex of the newborn was also associated with LBW, sug-
gesting potential gender-based biological or cultural fac-
tors influencing birth weight outcomes in this context.

The results of the current study suggest that the Wrap-
per method is a superior feature selection algorithm 
compared to the Boruta algorithm. The Wrapper method 
effectively reduces model complexity by identifying fewer 
but more significant features essential for predicting 
LBW. Additionally, selecting relevant features through 
the Wrapper method improves model specificity, sensi-
tivity, accuracy and AUC value. According to a previous 
study [3], the chi-square method identified eight statisti-
cally significant features for LBW. However, using these 
features only resulted in 85% accuracy, which is lower 
than the accuracy achieved through both the Boruta 
algorithm and the Wrapper method in this study. There-
fore, the Boruta algorithm and the Wrapper method are 
better feature selection methods for predicting LBW.

Advanced data science methods have been used to pre-
dict LBW, with the Wrapper method proving more effec-
tive than the Boruta algorithm in identifying significant 
features affecting LBW. Using the Random Forest classi-
fication technique, the Wrapper method identified criti-
cal factors such as whether the child is twin, region, and 
delivery by cesarean section. Among these, being a twin 
had the most substantial impact on LBW, with the sec-
ond twin more likely to suffer from low birth weight due 
to intrauterine growth constraints. The region of resi-
dence was also crucial, highlighting disparities in health-
care availability across different areas that directly affect 
newborn health outcomes. Lastly, delivery by cesarean 
section emerged as a significant feature, possibly due to 
underlying medical conditions or complications that may 
necessitate such interventions.

The comparative analysis of various studies in South 
Asia shows that while there are common risk factors 
for LBW (low birth weight), the significance of specific 
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factors can vary widely by region. This variation high-
lights the necessity for region-specific strategies in 
addressing low birth weight, considering the distinct 
socio-cultural, economic, and healthcare contexts of each 
country.

Conclusion
The research strongly advocates for using the Wrapper 
method to select features associated with LBW. Ran-
dom forest classification emerged as the most effective 
for LBW prediction among the array of machine learn-
ing algorithms. Furthermore, the features that exhibited a 
substantial impact on LBW are region, child is twin, and 
delivery by caesarean section. Therefore, to reduce low 
birth weight newborns in Bangladesh, policymakers may 
take into account the risk factors that have been discov-
ered from this study. Given that low birth weight (LBW) 
can have a number of detrimental effects, it appears 
imperative that health promotion programs include 
information on how to obtain ideal weight of newborns. 
Consequently, it would seem appropriate to discuss how 
LBW affects health promotion programs. For Bangladesh 
to achieve SDG objective 3, the authors propose includ-
ing recommendations regarding nutrition and health 
education into Bangladesh’s educational system and 
adding temporal and spatial heterogeneity in follow-up 
research.

Importantly, the study’s results could be improved by 
implementing hyper parameter tuning methods. This is 
particularly important given the limited sample size and 
time constraints that still yielded high-quality outcomes. 
Hyper parameter tuning is expected to enhance the per-
formance of the machine-learning models by optimizing 
their parameters. Additionally, Bayesian methods offer 
significant potential in handling imbalanced datasets. 
These methods incorporate prior knowledge about class 
distributions and provide probabilistic outputs. This 
approach is particularly valuable in public health con-
texts, where interpreting results in the light of existing 
knowledge is crucial.
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